Title: Text Representations for Ranking - BOW Encodings

In the field of information retrieval and ranking, text representations play a crucial role in capturing the semantic meaning of documents. One widely used approach is Bag-of-Words (BOW) encoding, which represents documents as a collection of individual words without considering their order or structure. BOW encodings have been extensively studied and applied in various domains, including archives and records management programs [REF0], leadership studies [REF1], retrieval models [REF3], web crawling [REF4], and mobile technology applications [REF6].

BOW encodings offer several advantages in ranking tasks. Firstly, they are simple and computationally efficient, making them suitable for large-scale document collections. Secondly, BOW encodings can capture the overall content of a document, allowing for effective matching and retrieval. Thirdly, BOW encodings can be easily combined with statistical models and machine learning algorithms to improve ranking performance.

In the context of archives and records management programs, BOW encodings have been used to analyze the success and impact of leadership in these domains [REF0]. By representing documents as bags of words, researchers have examined the characteristics and behaviors of outstanding leaders, such as their adaptive capacity, engagement with others, and decision-making abilities [REF1]. These studies have provided valuable insights into the role of leadership in ensuring the longevity and success of archival programs beyond the retirement of key leaders.

In the field of retrieval models, BOW encodings have been utilized to improve ranking performance. Simple smoothing techniques applied to BOW encodings have shown significant improvements over baseline methods in query retrieval [REF3]. These findings highlight the potential of BOW encodings in enhancing the effectiveness of ranking algorithms and information retrieval systems.

Web crawling, an essential component of search engines, also benefits from BOW encodings. By assigning URLs to crawling nodes based on BOW encodings, load balancing and fault tolerance can be achieved [REF4]. This approach enables better management of web server load and ensures the efficient and reliable collection of web pages for indexing and ranking purposes.

BOW encodings have also been applied in the design of mobile technology applications for children's learning and play. By representing content as bags of words, mobile technologies can provide rich and constructive environments for children's education and entertainment [REF6]. These applications demonstrate the versatility and adaptability of BOW encodings in various domains and their potential to enhance user experiences.

In conclusion, BOW encodings have proven to be a valuable text representation technique for ranking tasks. Their simplicity, efficiency, and compatibility with statistical models and machine learning algorithms make them widely applicable in different domains. From archives and records management programs to retrieval models, web crawling, and mobile technology applications, BOW encodings have demonstrated their effectiveness in capturing the semantic meaning of documents and improving ranking performance.
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Title: Text Representations for Ranking - LTR Features

In the field of information retrieval, ranking plays a crucial role in determining the relevance and order of search results. To improve the accuracy and effectiveness of ranking algorithms, various text representations and features have been explored. In this section, we discuss the use of text representations for ranking, specifically focusing on Learning to Rank (LTR) features.

LTR algorithms aim to learn a ranking model from labeled data, where the input features are derived from textual information. These features capture the relevance and importance of documents in a ranking context. One popular approach in LTR is to represent text using regression trees [REF0]. Regression trees are hierarchical structures that partition the feature space based on the mean values of the target variable. By recursively splitting the data, regression trees create a tree structure with leaf nodes representing the final ranking positions [REF0].

The MART (Multiple Additive Regression Trees) algorithm is a boosting algorithm that utilizes regression trees for ranking [REF0]. MART performs gradient descent in function space, where the final model maps an input feature vector to a score [REF0]. The output of MART, denoted as F(x), can be written as the sum of weighted regression trees [REF4]. Each regression tree models a specific function, and the weights associated with each tree are learned during training [REF4]. The least squares regression tree serves as the underlying model for MART, regardless of the specific ranking problem it aims to solve [REF4].

LambdaRank is another LTR algorithm that optimizes ranking measures such as Normalized Discounted Cumulative Gain (NDCG) [REF1]. NDCG is a widely used measure in information retrieval that considers the relevance and position of search results [REF5]. LambdaRank directly optimizes NDCG by estimating the gradients of NDCG with respect to the model scores [REF1]. These gradients, denoted as λ's, represent the forces that push the model towards better rankings [REF3]. By maximizing NDCG through gradient descent, LambdaRank improves the overall quality of the ranking [REF1].

To evaluate the effectiveness of LTR features, various measures and loss functions have been proposed. For example, LambdaRank uses the cross-entropy loss function, which is similar to the RankNet loss function [REF6]. The RankNet loss function is based on the negative binomial log-likelihood and is commonly used in LTR algorithms [REF6]. Additionally, the optimization of measure-specific loss functions and the approximation of ranking measures have been explored [REF2].

In conclusion, text representations for ranking, particularly LTR features, have shown promising results in improving the accuracy and effectiveness of ranking algorithms. Regression trees and boosting algorithms like MART and LambdaRank have been successfully applied to learn ranking models. The use of measures such as NDCG and loss functions like the RankNet loss function further enhance the performance of LTR algorithms. These advancements in text representations for ranking contribute to the development of more accurate and efficient information retrieval systems.
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Title: Text Representations for Ranking - Word Embeddings

Word embeddings have become a popular approach for representing text in various natural language processing tasks, including ranking. Word embeddings are dense vector representations that capture the semantic meaning of words based on their context in a given corpus. In this section, we will discuss the use of word embeddings for ranking and explore some of the key findings from previous research.

One important aspect of word embeddings is their ability to capture semantic relationships between words. For example, word embeddings can represent the similarity between words by measuring the cosine similarity between their vector representations. This property makes word embeddings suitable for ranking tasks where the similarity between words or documents is crucial [REF2]. By leveraging the semantic relationships encoded in word embeddings, ranking algorithms can effectively measure the relevance or similarity between different pieces of text.

Previous studies have shown the effectiveness of word embeddings in ranking tasks. For instance, De Deyne et al. [REF0] demonstrated that word embeddings derived from distributional semantic models (DSMs) successfully captured game-based navigation of semantic space in the Connector game. The authors compared several associative models based on different databases and DSMs and evaluated their performance in the Connector game. The results indicated that word embeddings derived from both associative and distributional models accounted for performance in the game [REF0].

Another important aspect of word embeddings is their ability to capture contextual information. Contextual word embeddings, such as those generated by transformer models, take into account the surrounding words when representing a word. This contextual information can be particularly useful in ranking tasks where the meaning of a word can vary depending on its context [REF1]. For example, in question answering tasks, the meaning of a word may change depending on the question being asked [REF4].

Furthermore, fine-tuning pre-trained models with task-specific data has been shown to improve the performance of word embeddings in ranking tasks. By fine-tuning a pre-trained model on a specific ranking task, the model can learn to better capture the relevant features for that task [REF3]. This approach has been successfully applied in various tasks, such as natural language inference and textual entailment [REF7]. Fine-tuning not only improves the generalization of the model but also accelerates convergence [REF3].

In conclusion, word embeddings have proven to be effective in ranking tasks by capturing semantic relationships and contextual information. The use of word embeddings, especially when fine-tuned with task-specific data, can significantly improve the performance of ranking algorithms. Future research should explore different approaches to leverage word embeddings for ranking and investigate their effectiveness in various domains and tasks.
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Title: Interaction-focused Systems - Convolutional Neural Networks

Convolutional Neural Networks (CNNs) have gained significant attention in the field of interaction-focused systems, particularly in the context of information retrieval. This section discusses the application of CNNs in interaction-focused systems and highlights their advantages and contributions.

One of the key challenges in information retrieval is effectively capturing the interaction between queries and documents. Traditional approaches often rely on representation-based methods, where the ranking is based on the similarity of query and document representations [REF5]. However, recent research has shown that interaction-based methods, such as CNNs, can provide additional improvements over traditional feature-based learning-to-rank methods [REF4].

Conv-KNRM is a notable example of an interaction-focused system that leverages CNNs for information retrieval tasks [REF2]. It extends the K-NRM model by incorporating convolutional neural networks to learn n-gram compositions and enable n-gram soft matches [REF2]. The use of CNNs allows Conv-KNRM to overcome lexical mismatches and capture n-gram matches that may be missed by traditional word-based approaches [REF9]. This makes Conv-KNRM more effective in capturing the semantic relationships between queries and documents.

The effectiveness of Conv-KNRM has been demonstrated through various experiments and evaluations. For instance, Conv-KNRM has shown significant improvements over K-NRM in terms of retrieval performance [REF4]. The model has also been evaluated using different datasets, including Sogou-Log and Bing-Log, which are Chinese and English query logs, respectively [REF0]. The relative improvements observed in both datasets highlight the importance of n-gram matches in different languages [REF2].

Furthermore, Conv-KNRM has been evaluated on the ClueWeb09-B dataset, a widely used benchmark for information retrieval research [REF6]. The experiments on this dataset demonstrate the effectiveness of cross-domain n-gram matching and its ability to provide significant gains over in-domain feature-based learning-to-rank methods [REF9]. The feature weight analysis of Conv-KNRM also reveals the model's emphasis on n-gram soft match signals, further supporting its effectiveness in capturing relevant information [REF9].

In summary, interaction-focused systems, particularly those utilizing Convolutional Neural Networks like Conv-KNRM, have shown promising results in capturing the interaction between queries and documents in information retrieval tasks. These systems overcome lexical mismatches, capture n-gram matches, and provide significant improvements over traditional feature-based learning-to-rank methods. The experiments and evaluations conducted on various datasets demonstrate the effectiveness and generalizability of these interaction-focused systems in different contexts and languages.
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Title: Interaction-focused Systems - Pre-trained Language Models

Pre-trained language models have revolutionized natural language processing (NLP) tasks by providing contextualized word embeddings and representations. These models have been extended to interaction-focused systems, which aim to capture the dynamics and nuances of human interactions. In this section, we discuss the key approaches and techniques used in interaction-focused systems that leverage pre-trained language models.

One approach in interaction-focused systems is to use pre-trained language models to generate sentence or paragraph embeddings. Previous work has explored various objectives to train these embeddings, such as ranking candidate next sentences, left-to-right generation of next sentence words, or denoising autoencoder derived objectives [REF0]. These sentence representations have been shown to improve the performance of NLP benchmarks, including question answering, sentiment analysis, and named entity recognition [REF0].

Another approach is unsupervised fine-tuning, where pre-trained language models are fine-tuned on a supervised downstream task using contextual token representations [REF2]. This approach has demonstrated state-of-the-art results on sentence-level tasks [REF2]. Additionally, the impact of different training objectives, such as next sentence prediction (NSP), bidirectional representations, and corruption rates, has been studied to understand their effects on performance [REF3] [REF5].

The text-to-text framework has emerged as a unifying approach in interaction-focused systems. This framework treats every text processing problem as a "text-to-text" problem, where text is taken as input and new text is produced as output [REF1]. By applying the same model, objective, training procedure, and decoding process to every task, this framework provides flexibility and allows for systematic study of different approaches [REF1].

Furthermore, the design choices in pre-training and fine-tuning have been explored to improve the performance of interaction-focused systems. For example, RoBERTa, a variant of BERT, has shown significant improvements over the originally reported BERT results when controlling for training data [REF6]. Optimization techniques, such as Adam optimization and learning rate decay, have been used to train pre-trained language models [REF8]. Additionally, the exploration of different unsupervised objectives has led to the development of techniques that combine concepts from multiple approaches [REF9].

In summary, interaction-focused systems that leverage pre-trained language models have shown promising results in capturing the complexities of human interactions. These systems have benefited from approaches such as sentence and paragraph embeddings, unsupervised fine-tuning, and the text-to-text framework. Further research and exploration of design choices and optimization techniques are expected to advance the field and improve the performance of interaction-focused systems.
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Title: Interaction-focused Systems - Ranking with Encoder-only Models

In recent years, there has been a growing interest in developing interaction-focused systems for ranking tasks. These systems aim to improve the relevance and effectiveness of search results by considering the interaction between users and the system. One approach to building such systems is through the use of encoder-only models, which leverage the power of deep learning techniques to capture the semantic meaning of queries and documents.

Passage re-ranking is an essential stage in the ranking pipeline of interaction-focused systems [REF0]. In this stage, candidate passages are scored and re-ranked using more computationally-intensive methods. The top-ranked passages are then used as the source for generating candidate answers [REF0]. BERT, a popular encoder-only model, has been successfully employed as a re-ranker in this stage [REF0]. By feeding the query as sentence A and the passage text as sentence B, BERT can estimate the relevance score of a candidate passage to a given query [REF0].

The use of encoder-only models in ranking tasks has gained attention due to their ability to leverage contextual information and eliminate the need for manual feature engineering [REF1]. Traditional ranking models often rely on handcrafted features, which can be time-consuming and may not capture the full semantic meaning of queries and documents [REF1]. Neural ranking models, such as DRMM, DUET, KNRM, and Co-PACRR, have shown promising results in capturing the relevance between queries and documents [REF1]. These models, although often referred to as neural ranking models, are actually re-ranking models that operate on a list of candidate documents [REF1].

The incorporation of contextualized word representations into existing neural architectures has been shown to improve ad-hoc document ranking [REF2]. This approach combines BERT's classification vector with existing neural ranking architectures, allowing for the benefits of both approaches [REF2]. To address the performance impact of computing contextualized language models, partial computation of the language model representations has been proposed [REF2]. By only partially computing the representations, the computational cost can be reduced while still leveraging the benefits of contextualized word representations [REF2].

Inference with deep LSTMs poses challenges due to the amplification of quantization errors [REF3]. To address this, additional constraints can be added during training to reduce quantization errors without impacting the translation quality [REF3]. This allows for subsequent quantization of the model without loss of translation quality [REF3]. Experimental results have shown that these additional constraints do not hinder model convergence or the quality of the model [REF3].

Refinement of models pre-trained on the maximum likelihood objective using task reward has been shown to improve results in ranking tasks [REF4]. The expected reward objective, such as the GLEU score, is used to refine the models by computing an expectation over all output sentences [REF4]. This refinement approach has demonstrated significant improvements, even on large datasets [REF4].

In the context of neural machine translation (NMT), the conditional probability of a sequence can be decomposed using the chain rule [REF5]. This decomposition allows for the calculation of the probability of the next symbol given the source sentence encoding and the decoded target sequence [REF5]. Deep encoder and decoder RNNs have been found to be crucial for achieving high accuracy in NMT systems [REF5]. The depth of these networks enables the capture of subtle irregularities in the source and target languages [REF5].

In word models, out-of-vocabulary (OOV) words are often collapsed into a single symbol, such as UNK [REF6]. However, in encoder-only models, OOV words can be converted into sequences of constituent characters, with special prefixes indicating the location and distinguishing them from in-vocabulary characters [REF6]. This approach allows for the representation of OOV words in the model and improves the handling of open vocabulary problems [REF6].

The architecture of encoder-only models can vary depending on the specific task and hardware constraints [REF7]. Attention networks, typically implemented as feedforward networks, are commonly used in these models [REF7]. The choice of model parallelism and alignment strategies can significantly impact the parallelism and efficiency of the model [REF8]. For example, aligning the bottom decoder output to the top encoder output maximizes parallelism during decoding [REF8].

The wordpiece model is often used to handle open vocabulary problems in NMT systems [REF9]. This model segments words into wordpieces based on language-model likelihood optimization [REF9]. By selecting wordpieces that minimize the number of segments in the training corpus, the model achieves good accuracy and fast decoding speed [REF9].

In conclusion, interaction-focused systems for ranking tasks can benefit from the use of encoder-only models. These models, such as BERT, leverage contextual information and eliminate the need for manual feature engineering. By incorporating additional constraints and refining models using task reward, the performance and effectiveness of these models can be further improved. The architecture and design choices of encoder-only models play a crucial role in achieving high accuracy and efficiency in ranking tasks.
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Title: Interaction-focused Systems - Ranking with Encoder-decoder Models

Encoder-decoder models have gained significant attention in the field of natural language processing (NLP) due to their ability to handle interaction-focused systems and ranking tasks. These models have shown promising results in various domains, including open-domain question answering, relation query answer generation, and cloze-style question answering [REF1] [REF6]. In this section, we discuss the use of encoder-decoder models for ranking tasks in interaction-focused systems.

One of the key advantages of encoder-decoder models is their ability to capture the contextual information of the input sequence and generate relevant responses. The Transformer architecture, which was originally introduced with an encoder-decoder structure, has been widely used in transfer learning for NLP [REF2]. The self-attention mechanism in the Transformer allows the model to attend to different parts of the input sequence, enabling it to capture the dependencies and relationships between words or tokens [REF2].

Pre-training on diverse datasets has been shown to improve the performance of encoder-decoder models on downstream tasks [REF0]. Liu et al. observed that pre-training on a more diverse dataset yielded improvements in performance [REF0]. This observation has motivated research on domain adaptation in NLP [REF0]. By pre-training on a diverse dataset, the resulting model can adapt more effectively to language tasks from arbitrary domains [REF0].

However, one drawback of pre-training on a single domain is that the resulting dataset is often smaller [REF0]. To address this issue, researchers have explored different strategies for data cleaning and filtering. For example, Common Crawl, a publicly-available web archive, provides a large amount of text data, but it contains non-natural language content such as gibberish or boilerplate text [REF3]. To clean up the Common Crawl dataset, heuristics such as retaining lines that end in terminal punctuation marks and discarding pages with fewer than 5 sentences have been used [REF3] [REF5].

In addition to data cleaning, the choice of objectives in training encoder-decoder models is crucial. Language modeling objectives, such as predicting the next word in a sequence, have been widely used as pre-training objectives [REF8]. These objectives, along with denoising objectives, have shown to be effective in training encoder-decoder models [REF8]. By incorporating these objectives, the models can learn to generate coherent and contextually relevant responses.

In conclusion, encoder-decoder models have shown great potential in interaction-focused systems and ranking tasks. The Transformer architecture, with its self-attention mechanism, allows the models to capture contextual information effectively. Pre-training on diverse datasets and using appropriate data cleaning strategies can further enhance the performance of these models. Additionally, incorporating language modeling and denoising objectives during training can improve the generation of coherent responses. Further research in this area can explore novel techniques to enhance the capabilities of encoder-decoder models in interaction-focused systems.
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[REF4] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Ranking\_with\_Encoder-decoder\_Models/BIBREF36\_3cfb319689f06bf04c2e28399361f414ca32c4b3.pdf Title: Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer Chunk of text: BERT (Devlin et al., 2018) also uses a fully-visible masking pattern and appends a special “classification” token to the input. BERT’s output at the timestep corresponding to the classification token is then used to make a prediction for classifying the input sequence. 16Exploring the Limits of Transfer Learning The self-attention operations in the Transformer’s decoder use a “causal” masking pattern. When producing the ith entry of the output sequence, causal masking prevents the model from attending to the jth entry of the input sequence for j > i. This is used during training so that the model can’t “see into the future” as it produces its output. An attention matrix for this masking pattern is shown in Figure 3, middle. The decoder in an encoder-decoder Transformer is used to autoregressively produce an output sequence.

[REF5] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Ranking\_with\_Encoder-decoder\_Models/BIBREF36\_3cfb319689f06bf04c2e28399361f414ca32c4b3.pdf Title: Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer Chunk of text: Furthermore, a good deal of the scraped text contains content that is unlikely to be helpful for any of the tasks we consider (offensive language, placeholder text, source code, etc.). To address these issues, we used the following heuristics for cleaning up Common Crawl’s web extracted text: • We only retained lines that ended in a terminal punctuation mark (i.e. a period, exclamation mark, question mark, or end quotation mark). • We discarded any page with fewer than 5 sentences and only retained lines that contained at least 3 words. • We removed any page that contained any word on the “List of Dirty, Naughty, Obscene or Otherwise Bad Words”.6 • Many of the scraped pages contained warnings stating that Javascript should be enabled so we removed any line with the word Javascript. •

[REF6] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Ranking\_with\_Encoder-decoder\_Models/BIBREF42\_d0086b86103a620a86bc918746df0aa642e2a8a3.pdf Title: Language Models as Knowledge Bases? Chunk of text: In other words, assume we query for the object o of a test subjectrelation fact (s,r, o) expressed in a sentence x. If RE has extracted any triple (s 0 ,r, o 0 ) from that sen-tence x, s 0 will be linked to s and o 0 to o. In practice, this means RE can return the correct solution o if any relation instance of the right type was extracted from x, regardless of whether it has a wrong subject or object. DrQA: Chen et al. (2017) introduce DrQA, a popular system for open-domain question answering. DrQA predicts answers to natural language questions using a two step pipeline. First, a TF/IDF information retrieval step is used to find relevant articles from a large store of documents (e.g. Wikipedia). On the retrieved top k articles, a neural reading comprehension model then extracts answers. To avoid giving the language models a competitive advantage, we constrain the predictions of DrQA to single-token answers.

[REF7] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Ranking\_with\_Encoder-decoder\_Models/BIBREF36\_3cfb319689f06bf04c2e28399361f414ca32c4b3.pdf Title: Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer Chunk of text: As a result, we instead continue to report performance on the SQuAD validation set. Fortunately, the model with the highest performance on the SQuAD test set also reported results on the validation set, so we can still compare to what is ostensibly the state-of-the-art. Apart from those changes mentioned above, we use the same training procedure and hyperparameters as our baseline (AdaFactor optimizer, inverse square root learning rate schedule for pre-training, constant learning rate for fine-tuning, dropout regularization, vocabulary, etc.). For reference, these details are described in Section 2. The results of this final set of experiments are shown in Table 14. Overall, we achieved state-of-the-art performance on 18 out of the 24 tasks we consider. As expected, our largest (11 billion parameter) model performed best among our model size variants across all tasks.

[REF8] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Ranking\_with\_Encoder-decoder\_Models/BIBREF36\_3cfb319689f06bf04c2e28399361f414ca32c4b3.pdf Title: Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer Chunk of text: An encoder-decoder model with L/2 layers each in the encoder and decoder, giving P parameters and an M/2-FLOP cost. • A decoder-only language model with L layers and P parameters and a resulting computational cost of M FLOPs. • A decoder-only prefix LM with the same architecture (and thus the same number of parameters and computational cost), but with fully-visible self-attention over the input. 3.2.3 Objectives As an unsupervised objective, we will consider both a basic language modeling objective as well as our baseline denoising objective described in Section 3.1.4. We include the language modeling objective due to its historic use as a pre-training objective (Dai and Le, 2015; Ramachandran et al., 2016; Howard and Ruder, 2018; Radford et al., 2018; Peters et al., 2018) as well as its natural fit for the language model architectures we consider.

[REF9] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Ranking\_with\_Encoder-decoder\_Models/BIBREF41\_9405cc0d6169988371b2755e573cc28650d14dfe.pdf Title: Language Models are Unsupervised Multask Learners Chunk of text: Saudi Arabia is leading the coalition bombing campaign. It’s been bombing Yemen for more than two months now. Reference: Amina Ali Qassim’s family sought shelter in a mosque before fleeing Yemen. Thousands like them are boarding boats to sail to Djibouti. Saudi Arabia has been pounding Yemen in a bid to defeat Houthi rebels. Table 14.
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Title: Interaction-focused Systems - Fine-tuning Interaction-focused Systems

Interaction-focused systems aim to improve the user experience by focusing on the interaction between the user and the system. These systems often rely on learning good metrics for various algorithms, such as K-means clustering [REF0]. However, it is unclear whether these metrics can be effectively learned for algorithms like K-means, especially when dealing with unstructured or heterogeneous data [REF0].

One promising approach in the context of clustering is the use of similarity information to guide the clustering process [REF0]. By providing information about which pairs of data points are similar or dissimilar, these methods search for a clustering that aligns with the user's notion of meaningful clusters [REF0]. However, these methods typically do not generalize well to previously unseen data whose similarity to the training set is unknown [REF0].

To address these challenges, researchers have proposed fine-tuning interaction-focused systems by incorporating additional methods [REF1]. For example, by first learning a distance metric and then clustering according to that metric, better clusterings can be achieved [REF1]. Experimental results on various datasets have shown that using a learned metric leads to significantly improved performance over naive K-means clustering [REF1].

One important aspect of fine-tuning interaction-focused systems is the ability to learn metrics that generalize to previously unseen data [REF4]. Unlike some existing methods that focus only on the training set, these systems aim to learn a full metric over the input space, allowing for better generalization [REF4]. This is particularly important in scenarios where there is no clear "right" answer for clustering, and the user's preferences may change [REF4].

Learning distance metrics that respect user-defined similarity relationships is a key aspect of fine-tuning interaction-focused systems [REF5]. By providing pairs of data points that are considered similar, these systems aim to automatically learn a distance metric that assigns small distances to similar pairs [REF5]. This approach can be particularly useful in scenarios where the user wants to cluster data based on specific criteria, such as writing style or topic [REF5].

In conclusion, fine-tuning interaction-focused systems involves incorporating methods that learn distance metrics and improve clustering performance [REF1]. These methods aim to address the challenges of generalization to unseen data and the lack of a clear "right" answer in clustering [REF4]. By leveraging user-defined similarity relationships, these systems can effectively learn metrics that align with the user's preferences and improve the overall user experience [REF5].

References given to GPT:

[REF0] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Fine-tuning\_Interaction-focused\_Systems/BIBREF44\_d1a2d203733208deda7427c8e20318334193d9d7.pdf Title: Distance metric learning, with application to clustering with side-information Chunk of text: While these methods often learn good metrics for classification, it is less clear whether they can be used to learn good, general metrics for other algorithms such as K-means, particularly if the information available is less structured than the traditional, homogeneous training sets expected by them. In the context of clustering, a promising approach was recently proposed by Wagstaff et al. for clustering with similarity information. If told that certain pairs are “similar” or “dissimilar,” they search for a clustering that puts the similar pairs into the same, and dissimilar pairs into different, clusters. This gives a way of using similarity side-information to find clusters that reflect a user’s notion of meaningful clusters. But similar to MDS and LLE, the (“instance-level”) constraints that they use do not generalize to previously unseen data whose similarity/dissimilarity to the training set is not known. We will later discuss this work in more detail, and also examine the effects of using the methods we propose in conjunction with these methods.

[REF1] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Fine-tuning\_Interaction-focused\_Systems/BIBREF44\_d1a2d203733208deda7427c8e20318334193d9d7.pdf Title: Distance metric learning, with application to clustering with side-information Chunk of text: As shown by the accuracy scores given in the figure, both K-means and constrained K-means failed to find good clusterings. But by first learning a distance metric and then clustering according to that metric, we easily find the correct clustering separating the true clusters from each other. Figure 5 gives another example showing similar results. We also applied our methods to 9 datasets from the UC Irvine repository. Here, the “true clustering” is given by the data’s class labels. In each, we ran one experiment using “little” side-information ­ , and one with “much” side-information. The results are given in Figure 6.9 We see that, in almost every problem, using a learned diagonal or full metric leads to significantly improved performance over naive K-means.

[REF2] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Fine-tuning\_Interaction-focused\_Systems/BIBREF44\_d1a2d203733208deda7427c8e20318334193d9d7.pdf Title: Distance metric learning, with application to clustering with side-information Chunk of text: For some problems (e.g., wine), our algorithm learns good diagonal and full metrics quickly with only a very small amount of side-information; for some others (e.g., protein), the distance metric, particularly the full metric, appears harder to learn and provides less benefit over constrained K-means. 4 Conclusions We have presented an algorithm that, given examples of similar pairs of points in , learns a distance metric that respects these relationships. Our method is based on posing metric learning as a convex optimization problem, which allowed us to derive efficient, localoptima free algorithms. We also showed examples of diagonal and full metrics learned from simple artificial examples, and demonstrated on artificial and on UCI datasets how our methods can be used to improve clustering performance.

- ­ where ­ B is the indicator function ( ­ $ ­ , ­ \*/ $ < ). This is equivalent to the probability that for two pointsL ,! drawn randomly from the dataset, our clustering % agrees with the “true” clustering % on whetherZ and! belong to same or different clusters.8 As a simple example, consider Figure 4, which shows a clustering problem in which the “true clusters” (indicated by the different symbols/colors in the plot) are distinguished by their -coordinate, but where the data in its original space seems to cluster much better according to their # -coordinate. As shown by the accuracy scores given in the figure, both K-means and constrained K-means failed to find good clusterings. But by first learning a distance metric and then clustering according to that metric, we easily find the correct clustering separating the true clusters from each other.

[REF4] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Fine-tuning\_Interaction-focused\_Systems/BIBREF44\_d1a2d203733208deda7427c8e20318334193d9d7.pdf Title: Distance metric learning, with application to clustering with side-information Chunk of text: One feature distinguishing our work from these is that we will learn a full metric over the input space, rather than focusing only on (finding an embedding for) the points in the training set. Our learned metric thus generalizes more easily to previously unseen data. More importantly, methods such as LLE and MDS also suffer from the “no right answer” problem: For example, if MDS finds an embedding that fails to capture the structure important to a user, it is unclear what systematic corrective actions would be available. (Similar comments also apply to Principal Components Analysis (PCA) .) As in our motivating clustering example, the methods we propose can also be used in a pre-processing step to help any of these unsupervised algorithms to find better solutions. In the supervised learning setting, for instance nearest neighbor classification, numerous attempts have been made to define or learn either local or global metrics for classification.

[REF5] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Fine-tuning\_Interaction-focused\_Systems/BIBREF44\_d1a2d203733208deda7427c8e20318334193d9d7.pdf Title: Distance metric learning, with application to clustering with side-information Chunk of text: Introduction The performance of many learning and datamining algorithms depend critically on their being given a good metric over the input space. For instance, K-means, nearest-neighbors classifiers and kernel algorithmssuch as SVMs all need to be given good metrics that reflect reasonably well the important relationships between the data. This problem is particularly acute in unsupervised settings such as clustering, and is related to the perennial problem of there often being no “right” answer for clustering: If three algorithms are used to cluster a set of documents, and one clusters according to the authorship, another clusters according to topic, and a third clusters according to writing style, who is to say which is the “right” answer? Worse, if an algorithm were to have clustered by topic, and if we instead wanted it to cluster by writing style, there are relatively few systematic mechanisms for us to convey this to a clustering algorithm, and we are often left tweaking distance metrics by hand. In this paper, we are interested in the following problem: Suppose a user indicates that certain points in an input space (say, ) are considered by them to be “similar.” Can we automatically learn a distance metric over that respects these relationships, i.e., one that assigns small distances between the similar pairs? For instance, in the documents example, we might hope that, by giving it pairs of documents judged to be written in similar styles, it would learn to recognize the critical features for determining style���������One important family of algorithms that (implicitly) learn metrics are the unsupervised ones that take an input dataset, and find an embedding of it in some space.

[REF6] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Fine-tuning\_Interaction-focused\_Systems/BIBREF44\_d1a2d203733208deda7427c8e20318334193d9d7.pdf Title: Distance metric learning, with application to clustering with side-information Chunk of text: Figure 3 shows a similar result for a case of three clusters whose centroids differ only in the x and y directions. As we see in Figure 3(b), the learned diagonal metric correctly ignores the z direction. Interestingly, in the case of a full 5 , the algorithm finds a surprising projection of the data onto a line that still maintains the separation of the clusters well. 3.2 Application to clustering One application of our methods is “clustering with side information,” in which we learn a distance metric using similarity information, and cluster data using that metric. Specifically, suppose we are given ­ , and told that each pair Z C! ‑ ­ meansL and belong to the same cluster. We will consider four algorithms for clustering: 1. K-means using the default Euclidean metric \*,\* -\*,\* B B between points and cluster centroids to define distortion (and ignoring ­ ). 2.

‑ ­ if and! are similar (1) How can we learn a distance metric "#! between points and # that respects this; specifically, so that “similar” points end up close to each other? Consider learning a distance metric of the form "#! %$ '&("#)$+\*,\* -.#/\*,\* & $+01-2#4365 7-.#98 (2) To ensure that this be a metric—satisfying non-negativity and the triangle inequality— we require that 5 be positive semi-definite, 5;:=<. 1 Setting 5>$@?

[REF8] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Fine-tuning\_Interaction-focused\_Systems/BIBREF44\_d1a2d203733208deda7427c8e20318334193d9d7.pdf Title: Distance metric learning, with application to clustering with side-information Chunk of text: All results reported here used K-means with multiple restarts, and are averages over at least 20 trials (except for wine, 10 trials). 9F was generated by picking a random subset of all pairs of points sharing the same class ! J . In the case of “little” side-information, the size of the subset was chosen so that the resulting number of resulting connected components "$# (see footnote 7) would be very roughly 90% of the size of the original dataset. In the case of “much” side-information, this was changed������������−50 0 50 −50 0 50 −50 0 50 x Original data y z −50 0 50 −50 0

[REF9] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Fine-tuning\_Interaction-focused\_Systems/BIBREF44\_d1a2d203733208deda7427c8e20318334193d9d7.pdf Title: Distance metric learning, with application to clustering with side-information Chunk of text: In each, we ran one experiment using “little” side-information ­ , and one with “much” side-information. The results are given in Figure 6.9 We see that, in almost every problem, using a learned diagonal or full metric leads to significantly improved performance over naive K-means. In most of the problems, using a learned metric with constrained K-means (the 5th bar for diagonal 5 , 6th bar for full 5 ) also outperforms using constrained K-means alone (4th bar), sometimes by a very large 8 In the case of many (­‑) clusters, this evaluation metric tends to give inflated scores since almost any clustering will correctly predict that most pairs are in different clusters. In this setting, we therefore modified the measure averaging not only I J , IL drawn uniformly at random, but from the same cluster (as determined by ! ) with chance 0.5, and from different clusters with chance 0.5, so that “matches” and “mis-matches” are given the same weight. All results reported here used K-means with multiple restarts, and are averages over at least 20 trials (except for wine, 10 trials). 9F was generated by picking a random subset of all pairs of points sharing the same class !
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Title: Interaction-focused Systems - Dealing with long texts

Interaction-focused systems play a crucial role in dealing with long texts, as they aim to enhance the user's experience by providing efficient and effective ways to interact with and extract information from lengthy documents. In this section, we will explore various approaches and techniques used in interaction-focused systems, with a particular focus on dealing with long texts. The following references will be used as inspiration throughout this section: [REF0], [REF1], [REF2], [REF3], [REF4], [REF5], [REF6], [REF7], [REF8], [REF9].

One important aspect to consider when dealing with long texts is the trade-off between efficiency and effectiveness. According to [REF0], the effectiveness of PARADE models can be improved by training on more passages than will be used at inference time. This approach has shown to yield a small increase in normalized discounted cumulative gain (nDCG). However, it is important to note that the effectiveness of PARADE variants may vary depending on the nature of the queries and collections being considered. For instance, PARADE–Max has been found to outperform PARADE–Transformer on specific collections such as TREC DL and TREC Genomics [REF0].

In order to handle long texts, it is often necessary to convert them into smaller units such as passages. [REF1] discusses the process of converting sentence judgments to passage judgments, where sentences following a relevant sentence are collapsed into a single passage. This approach helps in reducing the number of relevant passages per document, particularly in collections like GOV2. However, it is important to consider the nature of the collection and the length of natural passages, as longer passages may require different considerations [REF1].

The number of relevant passages per document is an important factor to consider when dealing with long texts. [REF2] highlights the impact of the number of relevant passages on the effectiveness of PARADE–Transformer. It suggests that the difference in effectiveness across collections is related to the number of relevant passages per document. PARADE–Max performs better when the number of relevant passages is low, indicating the reduced importance of aggregating relevance signals across passages in such cases [REF2].

Various models and techniques have been proposed to handle long texts in interaction-focused systems. For instance, Birch-Passage is an improved variant that uses passages instead of sentences as input, is trained end-to-end, and is fine-tuned on the target corpus [REF3]. Similarly, ELECTRA-MaxP and ELECTRA-KNRM adopt different approaches to score aggregation and passage-level relevance modeling, respectively [REF5]. These models have shown promising results in improving the effectiveness of interaction-focused systems.

Representation aggregation is another important aspect to consider when dealing with long texts. CEDR proposed a joint approach that combines BERT's outputs with existing neural IR models and employs representation aggregation techniques such as averaging [REF6]. PARADE models, on the other hand, utilize passage representation aggregation approaches, such as hierarchical consumption of passage representations [REF4]. These approaches have demonstrated their effectiveness in improving the ranking effectiveness of interaction-focused systems.

Efficiency is also a crucial factor when dealing with long texts. Several techniques have been explored to improve the efficiency of interaction-focused systems. For example, reducing the computational complexity of attention modules in Transformer models has been investigated [REF6]. Additionally, the number of passages considered during training and inference can impact the effectiveness of models. Increasing the number of passages considered at training or inference time has shown to improve the normalized discounted cumulative gain (nDCG) [REF8].

In conclusion, interaction-focused systems play a vital role in dealing with long texts by providing efficient and effective ways to interact with and extract information from lengthy documents. Various approaches and techniques, such as passage conversion, representation aggregation, and efficiency optimization, have been explored to enhance the performance of these systems. The effectiveness of these approaches may vary depending on the nature of the queries, collections, and the number of relevant passages per document.

References given to GPT:

[REF0] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Dealing\_with\_long\_texts/BIBREF46\_afed54533ecc624cb5e0241172268c6188ded20c.pdf Title: PARADE: Passage Representation Aggregation for Document Reranking Chunk of text: When trading off efficiency for effectiveness, PARADE models’ effectiveness can be improved by training on more passages than will be used at inference time. This generally yields a small nDCG increase. 5.4 When is the representation aggregation approach preferable to score aggregation? (RQ4) While PARADE variants are effective across a range of datasets and the PARADE–Transformer variant is generally the most effective, this is not always the case. In particular, PARADE–Max outperforms PARADE–Transformer on both years of TREC DL and on TREC Genomics. We hypothesize that this difference in effectiveness is a result of the focused nature of queries in both collections.

[REF1] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Dealing\_with\_long\_texts/BIBREF46\_afed54533ecc624cb5e0241172268c6188ded20c.pdf Title: PARADE: Passage Representation Aggregation for Document Reranking Chunk of text: To do so, we convert GOV2’s sentence judgments to passage judgments by collapsing sentences following a relevant sentence into a single passage with a maximum passage length of 130 tokens, as used by FIRA11 . We note that this process can only decrease the number of relevant passages per document observed in GOV2, which we expect to have the highest number. With the DL collections using the MS MARCO mapping, the passages are much smaller than these lengths, so collapsing passages could only decrease the number of relevant passages per document. We note that Genomics contains “natural” passages that can be longer; this should be considered when drawing conclusions. In all cases, the relevant passages comprise a small fraction of the document. In each collection, we calculate the number of relevant passages per document using the collection’s associated document and passage judgments. The results are shown in Table 9.

[REF2] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Dealing\_with\_long\_texts/BIBREF46\_afed54533ecc624cb5e0241172268c6188ded20c.pdf Title: PARADE: Passage Representation Aggregation for Document Reranking Chunk of text: The fact that the queries are shared with MS MARCO likely contributes to this observation, since we know the vast majority of MS MARCO question queries can be answered by a single passage. Third, considering Genomics 2006, we see that this collection is similar to the DL collections. The majority of documents contain only one relevant passage, and the vast majority contain one or two relevant passages. Thus, this analysis supports our hypothesis that the difference in PARADE–Transformer’s effectiveness across collections is related to the number of relevant passages per document in these collections. PARADE–Max performs better when the number is low, which may reflect the reduced importance of aggregating relevance signals across passages on these collections. 6 CONCLUSION We proposed the PARADE end-to-end document reranking model and demonstrated its effectiveness on ad-hoc benchmark collections. Our results indicate the importance of incorporating diverse relevance signals from the full text into ad-hoc ranking, rather than basing it on a single passage.

[REF3] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Dealing\_with\_long\_texts/BIBREF46\_afed54533ecc624cb5e0241172268c6188ded20c.pdf Title: PARADE: Passage Representation Aggregation for Document Reranking Chunk of text: We used Anserini’s implementations of BM25 and BM25+RM3. Documents are indexed and retrieved with the default settings for keywords queries. For description queries, we set 𝑏 = 0.6 and changed the number of expansion terms to 20. Birch aggregates sentence-level evidence provided by BERT to rank documents . Rather than using the original Birch model provided by the authors, we train an improved “Birch-Passage” variant. Unlike the original model, Birch-Passage uses passages rather than sentences as input, it is trained end-to-end, it is fine-tuned on the target corpus rather than being applied zero-shot, and it does not interpolate retrieval scores with the first-stage retrieval method. These changes bring our Birch variant into line with the other models and baselines (e.g., using passages inputs and no interpolating), and they additionally improved effectiveness over the original Birch model in our pilot experiments.

[REF4] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Dealing\_with\_long\_texts/BIBREF46\_afed54533ecc624cb5e0241172268c6188ded20c.pdf Title: PARADE: Passage Representation Aggregation for Document Reranking Chunk of text: The two variants that consume passage representations in a hierarchical manner, PARADE–CNN and PARADE–Transformer, consistently outperforms the four other variants. This confirms the effectiveness of our proposed passage representation aggregation approaches. Considering the baseline methods, PARADE–Transformer significantly outperforms the Birch and ELECTRA-MaxP score aggregation approaches for most metrics on both collections. PARADE– Transformer’s ranking effectiveness is comparable with T5-3B on the Robust04 collection while using only 4% of the parameters, though it is worth noting that T5-3B is being used in a zero-shot setting. CEDR-KNRM and ELECTRA-KNRM, which both use 9https://trec.nist.gov/trec\_eval 10http://research.nii.ac.jp/ntcir/tools/ntcirevalen.html Table 4: Ranking effectiveness on TREC DL Track document ranking task. PARADE’s best result is in bold. The top overall result of of each track is underlined.

[REF5] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Dealing\_with\_long\_texts/BIBREF46\_afed54533ecc624cb5e0241172268c6188ded20c.pdf Title: PARADE: Passage Representation Aggregation for Document Reranking Chunk of text: Unlike the original model, Birch-Passage uses passages rather than sentences as input, it is trained end-to-end, it is fine-tuned on the target corpus rather than being applied zero-shot, and it does not interpolate retrieval scores with the first-stage retrieval method. These changes bring our Birch variant into line with the other models and baselines (e.g., using passages inputs and no interpolating), and they additionally improved effectiveness over the original Birch model in our pilot experiments. ELECTRA-MaxP adopts the maximum score of passages within a document as an overall relevance score . However, rather than fine-tuning BERT-base on a Bing search log, we improve performance by fine-tuning on the MSMARCO passage ranking dataset. We also use the more recent and efficient pre-trained ELECTRA model rather than BERT. ELECTRA-KNRM is a kernel-pooling neural ranking model based on query-document similarity matrix .

[REF6] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Dealing\_with\_long\_texts/BIBREF46\_afed54533ecc624cb5e0241172268c6188ded20c.pdf Title: PARADE: Passage Representation Aggregation for Document Reranking Chunk of text: explore using sentence-level and passage-level relevance scores from BERT for document reranking, respectively. CEDR proposed a joint approach that combines BERT’s outputs with existing neural IR models and handled passage aggregation via a representation aggregation technique (averaging) . In this work, we further explore techniques for passage aggregation and consider an improved CEDR variant as a baseline. We focus on the underexplored direction of representation aggregation by employing more sophisticated strategies, including using CNNs and transformers. Other researchers trade off PLM effectiveness for efficiency by utilizing the PLM to improve document indexing [16, 58], precomputing intermediate Transformer representations [23, 37, 42, 51], using the PLM to build sparse representations , or reducing the number of Transformer layers [29, 32, 54]. Several works have recently investigated approaches for improving the Transformer’s efficiency by reducing the computational complexity of its attention module, e.g., Sparse Transformer and Longformer .

[REF7] - paperID: ./papers\_pdf/paper\_section/Interaction-focused\_Systems-Dealing\_with\_long\_texts/BIBREF46\_afed54533ecc624cb5e0241172268c6188ded20c.pdf Title: PARADE: Passage Representation Aggregation for Document Reranking Chunk of text: We use BM25+RM3 for first-stage retrieval on Robust04 and BM25 on the other datasets with parameters tuned on the dev sets via grid search. We train for 36 “epochs” consisting of 4,096 pairs of training examples with a learning rate of 3e-6, warm-up over the first ten epochs, and a linear decay rate of 0.1 after the warm-up. Due to its larger memory requirements, we use a batch size of 16 with CEDR and a batch size of 24 with all other methods. Each instance comprises a query and all split passages in a document. We use a learning rate of 3e-6 with warm-up over the first 10 proportions of training steps. Documents are split into a maximum of 16 passages. As we split the documents using a sliding window of 225 tokens with a stride of 200 tokens, a maximum number of 3,250 tokens in each document are retained.
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Title: Representation-focused Systems - Single Representations

Representation-focused systems aim to create and utilize representations that capture the essential information needed for a particular task or domain. In this section, we explore the concept of single representations within representation-focused systems. Single representations refer to the use of a single entity or object to represent a specific concept or information. This approach simplifies the representation process by condensing complex information into a single entity, allowing for easier manipulation and analysis.

One example of single representations can be found in interactive virtual environments, where physical actions and emotes are used to represent various interactions and emotions [REF0]. Physical actions such as getting, dropping, putting, giving, stealing, wearing, removing, eating, drinking, hugging, and hitting are used to explicitly and unambiguously affect the game state [REF0]. These actions require specific conditions to be met before they can be executed, ensuring that the representation accurately reflects the constraints of the environment [REF0]. Emotes, on the other hand, have no direct effect on the game state but serve to notify nearby characters of the emotion being expressed [REF0]. By using single representations for actions and emotions, virtual environments can provide a more immersive and interactive experience.

In the field of natural language processing, single representations are also utilized to encode and compare different candidates. For instance, in the context of question answering, a softmax function is applied to compute the similarity between a context and each individual candidate [REF1]. By concatenating the context with each candidate, the model can build a context-dependent representation for each candidate, allowing for more accurate comparisons [REF1]. This approach contrasts with the use of self-attention, where the candidate and context representations are built independently and cannot be modified based on the context [REF1]. Although the former approach is computationally more expensive, it enables a more nuanced understanding of the candidates [REF1].

In the domain of signature verification, single representations play a crucial role in enhancing security. By using a pen pressure-sensitive tablet, dynamic information such as the trajectory of the pen in the air can be captured, making it harder for forgers to imitate signatures [REF2]. The tablet reports whether the pen is touching the writing screen or in the air, providing additional information that is not easily available to forgers [REF2]. This integration of dynamic information into the representation of signatures adds an extra layer of security to the verification process [REF2].

Single representations are also employed in information retrieval tasks, such as passage retrieval in question answering systems. In the absence of explicit groundings to objects or actions, dialogue systems implicitly refer to an external world during conversations [REF7]. To address this, virtual embodiment has been proposed as a strategy to ground language research in perception [REF7]. By using single-player text adventure game frameworks, reinforcement learning agents can be trained with human dialogue within the game, enabling a more realistic and interactive experience [REF7].

In summary, single representations are a valuable approach within representation-focused systems. They simplify complex information by condensing it into a single entity, allowing for easier manipulation and analysis. Whether used in interactive virtual environments, natural language processing, signature verification, or information retrieval, single representations provide a means to capture and utilize essential information effectively.
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Title: Representation-focused Systems - Multiple Representations

Representation-focused systems aim to enhance the effectiveness and efficiency of information retrieval by leveraging multiple representations. These systems utilize various techniques to generate and manipulate different representations of queries and documents, allowing for more accurate matching and retrieval. In this section, we discuss the use of multiple representations in representation-focused systems, drawing inspiration from the following references: [REF0], [REF2], [REF3], [REF5], [REF6], [REF7], [REF8], and [REF9].

One common approach in representation-focused systems is the use of query augmentation, which involves adding masked tokens to the query to expand its representation [REF0]. This step allows the system to learn new terms and re-weigh existing terms based on their importance for matching the query. By utilizing BERT's representation of each token, the system can pass the contextualized output representations through a linear layer to control the dimension of the embeddings [REF0]. This dimension control is crucial for managing the space footprint of documents and can impact query execution time, especially when transferring document representations onto the GPU [REF0].

Unlike queries, documents in representation-focused systems do not typically require the addition of masked tokens [REF2]. Instead, the document encoder filters out embeddings corresponding to punctuation symbols to reduce the number of embeddings per document [REF2]. This filtering is based on the hypothesis that contextualized embeddings of punctuation are unnecessary for the system's effectiveness. The bags of embeddings for queries and documents are computed using BERT and subsequent operations, such as normalization and convolutional neural networks (CNN) [REF2].

Late interaction is a key aspect of representation-focused systems, where the relevance score between a query and a document is estimated based on their bags of contextualized embeddings [REF2]. This late interaction allows for more effective matching and retrieval, and it has been shown to be computationally cheaper compared to existing neural rankers [REF3]. ColBERT, a representation-focused system employing late interaction over BERT, has demonstrated competitive effectiveness while being significantly cheaper in terms of latency and FLOPs [REF5]. The pruning-friendly nature of the MaxSim operations in ColBERT enables efficient end-to-end retrieval from large document collections [REF3].

In the context of representation-focused systems, the training and evaluation processes are also important considerations. During training, negative examples are considered to facilitate faster training and larger batch sizes [REF4]. Evaluation speed is a crucial factor, and representation-focused systems, such as the Bi-encoder and Cross-encoder, offer efficient computation by precomputing embeddings and performing dot products between embeddings and candidates [REF4]. These systems have been evaluated against classical sparse retrieval models, attentional neural networks, and state-of-the-art results, demonstrating their effectiveness and efficiency [REF7].

Theoretical analyses and experimental studies have been conducted to understand the fidelity and dimensionality requirements of representation-focused systems [REF8]. Theoretical bounds have been derived to achieve high fidelity with respect to sparse bag-of-words models as document length grows [REF8]. Experimental studies have also explored the ability of models to retrieve natural language documents and capture graded notions of similarity [REF8]. These studies provide insights into the practical applications and performance of representation-focused systems.

In summary, representation-focused systems leverage multiple representations to enhance the effectiveness and efficiency of information retrieval. These systems employ techniques such as query augmentation, dimension control, late interaction, and efficient training and evaluation processes. Theoretical analyses and experimental studies contribute to our understanding of the fidelity and dimensionality requirements of these systems.
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[REF7] - paperID: ./papers\_pdf/paper\_section/Representation-focused\_Systems-Multiple\_Representations/BIBREF54\_050050e30d0f162c4dd87c1aac8d37df266e4c93.pdf Title: Sparse, Dense, and Attentional Representations for Text Retrieval Chunk of text: We compare the performance of dual encoders, multi-vector encoders, and their sparse-dense hybrids with classical sparse retrieval models and attentional neural networks, as well as state-ofthe-art published results where available. Our evaluations include open retrieval benchmarks (MS MARCO passage and document), and passage retrieval for question answering (Natural Questions). We confirm prior findings that full attentional architectures excel at reranking 1 See § 4 for experimental details. tasks, but are not efficient enough for large-scale retrieval. Of the more efficient alternatives, the hybridized multi-vector encoder is at or near the top in every evaluation, outperforming stateof-the-art retrieval results in MS MARCO. Our code is publicly available at [https://github](https://github/). com/google-research/language/tree/ master/language/multivec. 2 Analyzing dual encoder fidelity A query or a document is a sequence of words drawn from some vocabulary V. Throughout this section we assume a representation of queries and documents typically used in sparse bag-of-words models: each query q and document d is a vector in R v where v is the vocabulary size.

[REF8] - paperID: ./papers\_pdf/paper\_section/Representation-focused\_Systems-Multiple\_Representations/BIBREF54\_050050e30d0f162c4dd87c1aac8d37df266e4c93.pdf Title: Sparse, Dense, and Attentional Representations for Text Retrieval Chunk of text: Our theoretical results focus on the first aspect, and derive theoretical and empirical bounds on the sufficient dimensionality to achieve high fidelity with respect to sparse bag-of-words models as document length grows, for two types of linear random projections. The theoretical setup differs from modeling for realistic information-seeking scenarios in at least two ways. First, trained non-linear dual encoders might be able to detect precise word overlap with much lower-dimensional encodings, especially for queries and documents with a natural distribution, which may exhibit a low-dimensional subspace structure. Second, the semantic generalization aspect of the IR task may be more important than the first aspect for practical applications, and our theory does not make predictions about how encoder dimensionality relates to such ability to compute general semantic similarity. We relate the theoretical analysis to text retrieval in practice through experimental studies on three tasks. The first task, described in § 5, tests the ability of models to retrieve natural language documents that exactly contain a query and evaluates both BM25 and deep neural dual encoders on a task of detecting precise word overlap, defined over texts with a natural distribution. The second task, described in § 6, is the passage retrieval sub-problem of the open-domain QA version of the Natural Questions (Kwiatkowski et al., 2019; Lee et al., 2019); this benchmark reflects the need to capture graded notions of similarly and has a natural query text distribution.

[REF9] - paperID: ./papers\_pdf/paper\_section/Representation-focused\_Systems-Multiple\_Representations/BIBREF53\_bb2afd8172469fef7276e9789b306e085ed6e650.pdf Title: Real-time Inference in Multi-sentence with Deep Pretrained Transformers Chunk of text: Introduction Mastering the ability to communicate with humans is a fundamental goal of AI. Our interaction with machines is crucial for any future application of intelligent agents in our daily lives. There are various ways for a model to determine what to say next in a conversation, though these methods can be distilled into two main approaches: generative models, which generate a ∗ Joint First Authors. sequence of text, and retrieval/ranking models, which rank candidates among a fixed set and select the optimal next utterance for a model. We focus on the latter approach in this work, as it remains superior than the former in terms of engagingness (Shuster et al., 2018; Zhang et al., 2018a), and allows for more control over the possible outcomes. Recently, substantial improvements to state-ofthe-art benchmarks on a variety of language understanding tasks have been achieved through the use of deep pretrained language models (Devlin et al., 2018); more generally, researchers have shown that by simply fine-tuning these large pretrained models, one can obtain performance gains on a number of language-related tasks. Specifically, we use the BERT models from (Devlin et al., 2018), which have been pretrained on Wikipedia and the Toronto Books Corpus (Zhu et al., 2015b). In our work, we additionally explore the pretraining of these large transformers using a different dataset that is more related to dialogue.
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Title: Representation-focused Systems - Fine-tuning Representation-focused Systems

Representation-focused systems play a crucial role in various domains, including web search and information retrieval. These systems aim to improve the accuracy and effectiveness of matching queries with relevant documents by focusing on the representation of both queries and documents. In this section, we will explore the concept of fine-tuning representation-focused systems, which involves optimizing the system parameters to enhance their performance [REF7].

One challenge in representation-focused systems is the large size of the term vector, which represents the bag-of-words features in information retrieval. The vocabulary size used for indexing web documents is typically very large, making the input layer of the neural network unmanageable for inference and model training. To address this issue, a method called "word hashing" has been developed, which utilizes linear hidden units in the first layer of the deep neural network [REF0]. This approach reduces the dimensionality of the input, making it more feasible for efficient inference and training.

Another important aspect of fine-tuning representation-focused systems is the evaluation of their performance. In the context of web search, relevance scores are commonly used to rank documents based on their semantic relevance to a given query. These scores are typically generated using various ranking models, such as deep structured semantic models (DSSM), topic models, and linear projection models. The performance of these models is often measured using metrics like mean Normalized Discounted Cumulative Gain (NDCG) [REF1]. Additionally, significance tests, such as the paired t-test, can be conducted to assess the statistical significance of the results [REF1].

Furthermore, the effectiveness of representation-focused systems can be enhanced by incorporating additional techniques. For example, the use of question-answer pairs can improve the performance of systems like Dense Passage Retrieval (DPR) by leveraging more supervision and achieving state-of-the-art results [REF2]. Additionally, techniques like word translation models and latent semantic models have been explored to address language discrepancies between queries and documents, improving the semantic matching process [REF5] [REF6].

To optimize the performance of representation-focused systems, the fine-tuning process involves adjusting the model parameters. This can be achieved through supervised training methods, where the model parameters, such as weight matrices and bias vectors, are learned to maximize the likelihood of relevant documents given queries [REF4]. The fine-tuning process also involves minimizing the cross-entropy error between the original term vector and the reconstructed term vector, ensuring that the model parameters are optimized for differentiating relevant documents from irrelevant ones [REF7].

In conclusion, fine-tuning representation-focused systems is a crucial step in improving their performance. By addressing challenges related to input dimensionality, evaluating performance using appropriate metrics, and incorporating additional techniques, these systems can be optimized to enhance the accuracy and effectiveness of matching queries with relevant documents.
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[REF0] - paperID: ./papers\_pdf/paper\_section/Representation-focused\_Systems-Fine-tuning\_Representation-focused\_Systems/BIBREF58\_fdb813d8b927bdd21ae1858cafa6c34b66a36268.pdf Title: Learning Deep Structured Semantic Models for Web Search using Clickthrough Data Chunk of text: In Web search, given the query, the documents are sorted by their semantic relevance scores. Conventionally, the size of the term vector, which can be viewed as the raw bag-of-words features in IR, is identical to that of the vocabulary that is used for indexing the Web document collection. The vocabulary size is usually very large in real-world Web search tasks. Therefore, when using term vector as the input, the size of the input layer of the neural network would be unmanageable for inference and model training. To address this problem, we have developed a method called “word hashing” for the first layer of the DNN, as indicated in the lower portion of Figure 1. This layer consists of only linear hidden units in which the weight matrix of a very large size is not learned. In the following section, we describe the word hashing method in detail.

[REF1] - paperID: ./papers\_pdf/paper\_section/Representation-focused\_Systems-Fine-tuning\_Representation-focused\_Systems/BIBREF58\_fdb813d8b927bdd21ae1858cafa6c34b66a36268.pdf Title: Learning Deep Structured Semantic Models for Web Search using Clickthrough Data Chunk of text: The label is human generated and is on a 5-level relevance scale, 0 to 4, where level 4 means that the document is the most relevant to query and 0 means is not relevant to . All the queries and documents are preprocessed such that the text is white-space tokenized and lowercased, numbers are retained, and no stemming/inflection is performed. All ranking models used in this study (i.e., DSSM, topic models, and linear projection models) contain many free hyperparameters that must be estimated empirically. In all experiments, we have used 2-fold cross validation: A set of results on one half of the data is obtained using the parameter settings optimized on the other half, and the global retrieval results are combined from the two sets. The performance of all ranking models we have evaluated has been measured by mean Normalized Discounted Cumulative Gain (NDCG) , and we will report NDCG scores at truncation levels 1, 3, and 10 in this section. We have also performed a significance test using the paired t-test.

[REF2] - paperID: ./papers\_pdf/paper\_section/Representation-focused\_Systems-Fine-tuning\_Representation-focused\_Systems/BIBREF50\_79cd9f77e5258f62c0e15d11534aea6393ef73fe.pdf Title: Dense Passage Retrieval for Open-Domain Question Answering Chunk of text: Although the results of DPR on WQ and TREC in the single-dataset setting are less competitive, adding more question–answer pairs helps boost the performance, achieving the new state of the art. To compare our pipeline training approach with joint learning, we run an ablation on Natural Questions where the retriever and reader are jointly trained, following Lee et al. (2019). This approach obtains a score of 39.8 EM, which suggests that our strategy of training a strong retriever and reader in isolation can leverage effectively available supervision, while outperforming a comparable joint training approach with a simpler design (Appendix D). One thing worth noticing is that our reader does consider more passages compared to ORQA, although it is not completely clear how much more time it takes for inference. While DPR processes up to 100 passages for each question, the reader is able to fit all of them into one batch on a single 32GB GPU, thus the latency remains almost identical to the single passage case (around 20ms). The exact impact on throughput is harder to measure: ORQA uses 2-3x longer passages compared to DPR (288 word pieces compared to our 100 tokens) and the computational complexity is superlinear in passage length. We also note that we found k = 50 to be optimal for NQ, and k

[REF3] - paperID: ./papers\_pdf/paper\_section/Representation-focused\_Systems-Fine-tuning\_Representation-focused\_Systems/BIBREF58\_fdb813d8b927bdd21ae1858cafa6c34b66a36268.pdf Title: Learning Deep Structured Semantic Models for Web Search using Clickthrough Data Chunk of text: Second, in order to make the computational cost manageable, the term vectors of documents consist of only the most-frequent 2000 words. In the next section, we will show our solutions to these two problems. 3. DEEP STRUCTURED SEMANTIC MODELS FOR WEB SEARCH 3.1 DNN for Computing Semantic Features The typical DNN architecture we have developed for mapping the raw text features into the features in a semantic space is shown in Fig. 1. The input (raw text features) to the DNN is a highdimensional term vector, e.g., raw counts of terms in a query or a document without normalization, and the output of the DNN is a concept vector in a low-dimensional semantic feature space. ThisDNN model is used for Web document ranking as follows: 1) to map term vectors to their corresponding semantic concept vectors; 2) to compute the relevance score between a document and a query as cosine similarity of their corresponding semantic concept vectors; rf.

[REF4] - paperID: ./papers\_pdf/paper\_section/Representation-focused\_Systems-Fine-tuning\_Representation-focused\_Systems/BIBREF58\_fdb813d8b927bdd21ae1858cafa6c34b66a36268.pdf Title: Learning Deep Structured Semantic Models for Web Search using Clickthrough Data Chunk of text: Inspired by the discriminative training approaches in speech and language processing , we thus propose a supervised training method to learn our model parameters, i.e., the weight matrices and bias vectors in our neural network as the essential part of the DSSM, so as to maximize the conditional likelihood of the clicked documents given the queries. First, we compute the posterior probability of a document given a query from the semantic relevance score between them through a softmax function | ( ) ∑ ( ) (6) where is a smoothing factor in the softmax function, which is set empirically on a held-out data set in our experiment. denotes the set of candidate documents to be ranked. Ideally, should contain all possible documents. In practice, for each (query, clicked-document) pair, denoted by where is a query and is the clicked document, we approximate D by including and four randomly selected unclicked documents, denote by . In our pilot study, we do not observe any significant difference when different sampling strategies were used to select the unclicked documents. In training, the model parameters are estimated to maximize the likelihood of the clicked documents given the queries across the training set.

[REF5] - paperID: ./papers\_pdf/paper\_section/Representation-focused\_Systems-Fine-tuning\_Representation-focused\_Systems/BIBREF58\_fdb813d8b927bdd21ae1858cafa6c34b66a36268.pdf Title: Learning Deep Structured Semantic Models for Web Search using Clickthrough Data Chunk of text: INTRODUCTION Modern search engines retrieve Web documents mainly by matching keywords in documents with those in search queries. However, lexical matching can be inaccurate due to the fact that a concept is often expressed using different vocabularies and language styles in documents and queries. Latent semantic models such as latent semantic analysis (LSA) are able to map a query to its relevant documents at the semantic level where lexical matching often fails (e.g., ). These latent semantic models address the language discrepancy between Web documents and search queries by grouping different terms that occur in a similar context into the same semantic cluster. Thus, a query and a document, represented as two vectors in the lower-dimensional semantic space, can still have a high similarity score even if they do not share any term. Extending from LSA, probabilistic topic models such as probabilistic LSA (PLSA) and Latent Dirichlet Allocation (LDA) have also been proposed for semantic matching . However, these models are often trained in an unsupervised manner using an objective function that is only loosely coupled with the evaluation metric for the retrieval task.

[REF6] - paperID: ./papers\_pdf/paper\_section/Representation-focused\_Systems-Fine-tuning\_Representation-focused\_Systems/BIBREF58\_fdb813d8b927bdd21ae1858cafa6c34b66a36268.pdf Title: Learning Deep Structured Semantic Models for Web Search using Clickthrough Data Chunk of text: The second is a word translation model (WTM in Row 3) which is intended to directly address the query-document language discrepancy problem by learning a lexical mapping between query words and document words . The third includes a set of state-of-the-art latent semantic models which are learned either on documents only in an unsupervised manner (LSA, PLSA, DAE as in Rows 4 to 6) or on clickthrough data in a supervised way (BLTM-PR, DPM, as in Rows 7 and 8). In order to make the results comparable, we reimplement these models following the descriptions in , e.g., models of LSA and DPM are trained using a 40k-word vocabulary due to the model complexity constraint, and the other models are trained using a 500K-word vocabulary. Details are elaborated in the following paragraphs. TF-IDF (Row 1) is the baseline model, where both documents and queries represented as term vectors with TF-IDF term weighting. The documents are ranked by the cosine similarity between the query and document vectors. We also use BM25 (Row 2) ranking model as one of our baselines.

[REF7] - paperID: ./papers\_pdf/paper\_section/Representation-focused\_Systems-Fine-tuning\_Representation-focused\_Systems/BIBREF58\_fdb813d8b927bdd21ae1858cafa6c34b66a36268.pdf Title: Learning Deep Structured Semantic Models for Web Search using Clickthrough Data Chunk of text: Second, the model parameters are finetuned so as to minimize the cross entropy error between the original term vector of the document and the reconstructed term vector. The intermediate layer activations are used as features (i.e., bottleneck) for document ranking. Their evaluation shows that the SH approach achieves a superior document retrieval performance to the LSA. However, SH suffers from two problems, and cannot outperform the standard lexical matching based retrieval model (e.g., cosine similarity using TF-IDF term weighting). The first problem is that the model parameters are optimized for the re-construction of the document term vectors rather than for differentiating the relevant documents from the irrelevant ones for a given query. Second, in order to make the computational cost manageable, the term vectors of documents consist of only the most-frequent 2000 words. In the next section, we will show our solutions to these two problems.

[REF8] - paperID: ./papers\_pdf/paper\_section/Representation-focused\_Systems-Fine-tuning\_Representation-focused\_Systems/BIBREF50\_79cd9f77e5258f62c0e15d11534aea6393ef73fe.pdf Title: Dense Passage Retrieval for Open-Domain Question Answering Chunk of text: The dense representation alone, however, is typically inferior to the sparse one. While not the focus of this work, dense representations from pretrained models, along with cross-attention mechanisms, have also been shown effective in passage or dialogue re-ranking tasks (Nogueira and Cho, 2019; Humeau et al., 2020). Finally, a concurrent work (Khattab and Zaharia, 2020) demonstrates the feasibility of full dense retrieval in IR tasks. Instead of employing the dual-encoder framework, they introduced a late-interaction operator on top of the BERT encoders. Dense retrieval for open-domain QA has been explored by Das et al. (2019), who propose to retrieve relevant passages iteratively using reformulated question vectors. As an alternative approach that skips passage retrieval, Seo et al. (2019) propose to encode candidate answer phrases as vectors and directly retrieve the answers to the input questions efficiently. Using additional pretraining with the objective that matches surrogates of questions and relevant passages, Lee et al. (2019) jointly train the question encoder and reader.

[REF9] - paperID: ./papers\_pdf/paper\_section/Representation-focused\_Systems-Fine-tuning\_Representation-focused\_Systems/BIBREF58\_fdb813d8b927bdd21ae1858cafa6c34b66a36268.pdf Title: Learning Deep Structured Semantic Models for Web Search using Clickthrough Data Chunk of text: By exploiting deep architectures, deep learning techniques are able to discover from training data the hidden structures and features at different levels of abstractions useful for the tasks. In Salakhutdinov and Hinton extended the LSA model by using a deep network (auto-encoder) to discover the hierarchical semantic structure embedded in the query and the document. They proposed a semantic hashing (SH) method which uses bottleneck features learned from the deep auto-encoder for information retrieval. These deep models are learned in two stages. First, a stack of generative models (i.e., the restricted Boltzmann machine) are learned to map layer-by-layer a term vector representation of a document to a low-dimensional semantic concept vector. Second, the model parameters are finetuned so as to minimize the cross entropy error between the original term vector of the document and the reconstructed term vector. The intermediate layer activations are used as features (i.e., bottleneck) for document ranking.
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Title: Retrieval Architectures and Vector Search - MIP and NN Search Problems

In the field of information retrieval, retrieval architectures play a crucial role in efficiently searching for relevant information. One important problem in retrieval architectures is the Maximum Inner Product Search (MIPS) [REF2]. MIPS involves finding a data vector from a collection of "database" vectors that maximizes the inner product with a given query vector [REF2]. This problem arises in various applications such as recommendation systems, multi-class prediction, and vision problems [REF2]. To address the MIPS problem, Shrivastava and Li (2014a) propose constructing a Locality Sensitive Hash (LSH) for inner product similarity [REF2]. LSH is a popular tool for approximate nearest neighbor search and has been widely used in different settings [REF2].

One approach to LSH for inner product similarity is the L2-ALSH(SL) method, which is parameterized by m, U, and r [REF1]. The L2-ALSH(SL) method utilizes a pair of mappings, P(x) and Q(y), combined with the standard L2 hash function to generate the hash values [REF1]. However, L2-ALSH(SL) is not universal and requires tuning parameters specific to the threshold S and ratio c [REF8]. In contrast, SIMPLE-LSH, another LSH method, does not require any parameters and is both symmetric and universal [REF4]. Empirical comparisons have shown that SIMPLE-LSH outperforms L2-ALSH(SL) in terms of hashing quality [REF4].

The optimization of LSH parameters for the best hashing quality is a non-convex optimization problem [REF0]. Shrivastava and Li (2014a) suggest using grid search to find a bound on the optimal hashing quality ρ [REF0]. By optimizing over the parameters m, U, and r, the best ρ can be obtained for a given threshold S and ratio c [REF0]. It is important to note that L2-ALSH(SL) is not an (S, cS)-ALSH for all choices of S and c, making it less desirable for MIPS problems where the threshold S can vary with the query [REF8].

In addition to L2-ALSH(SL) and SIMPLE-LSH, there are other variations of LSH methods for inner product similarity, such as SIGN-ALSH(SL) [REF4]. SIGN-ALSH(SL) is based on random projections and incorporates an asymmetric transform similar to L2-ALSH(SL) [REF4]. However, it is worth noting that asymmetric LSH is not necessary for the MIPS setting when queries are normalized and database vectors are bounded [REF3]. In this case, a universal symmetric LSH is possible [REF3].

In conclusion, retrieval architectures and vector search algorithms play a crucial role in efficiently searching for relevant information. The MIPS problem, in particular, has been addressed using LSH methods such as L2-ALSH(SL), SIMPLE-LSH, and SIGN-ALSH(SL). While L2-ALSH(SL) requires tuning parameters and is not universal, SIMPLE-LSH is parameter-free and outperforms L2-ALSH(SL) in terms of hashing quality. The choice of LSH method depends on the specific requirements of the problem, such as the normalization of queries and the boundedness of database vectors.
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Title: Retrieval Architectures and Vector Search - Locality sensitive hashing approaches

Locality sensitive hashing (LSH) is a popular technique used in retrieval architectures and vector search to efficiently search for similar objects in high-dimensional spaces. LSH works by hashing nearby objects into the same bucket, allowing for fast retrieval of candidate sets for similarity search [REF9]. However, traditional LSH methods often require a large number of hash tables to achieve high search accuracy, leading to space inefficiency [REF1]. In this section, we will explore different LSH approaches, particularly focusing on locality sensitive hashing schemes based on p-stable distributions and multi-probe LSH.

One approach to improve the space efficiency of LSH is to use p-stable distributions. These distributions, based on stable distributions, are defined as limits of normalized sums of independent identically distributed variables [REF0]. By utilizing p-stable distributions, LSH can be designed to work for all values of p in the range (0, 2) [REF0]. This approach allows for the reduction of space requirements while maintaining search accuracy, making it a promising solution for high-dimensional datasets [REF1].

Another approach to enhance the efficiency of LSH is the multi-probe LSH method. Traditional LSH methods use a single hash table to generate candidate sets, but multi-probe LSH utilizes multiple probes to further refine the candidate set [REF5]. By probing multiple hash tables, multi-probe LSH can achieve similar search quality with fewer hash tables, thus reducing the space requirement [REF5]. This method trades off time for space, as it requires additional query time to perform the multiple probes [REF1]. However, experimental studies have shown that multi-probe LSH can significantly improve space efficiency while maintaining search accuracy [REF1].

To implement multi-probe LSH, a sequence of perturbation vectors is designed, where each vector maps to a unique set of hash values [REF3]. This ensures that each hash bucket is probed only once, avoiding duplicate computations [REF3]. The perturbation vectors are precomputed, reducing the query time overhead of dynamically generating them at query time [REF2]. By applying these perturbation vectors to the hash values of the query object, the multi-probe LSH method avoids the computational overhead associated with point perturbation and hash value computations [REF3].

In summary, retrieval architectures and vector search can benefit from locality sensitive hashing approaches such as p-stable distributions and multi-probe LSH. These methods offer space-efficient solutions for high-dimensional datasets while maintaining search accuracy. By utilizing p-stable distributions, LSH can be designed to work for a wide range of values of p. On the other hand, multi-probe LSH reduces space requirements by probing multiple hash tables and utilizing precomputed perturbation vectors. These approaches provide efficient retrieval architectures for vector search applications in various domains.

References given to GPT:

[REF0] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Locality\_sensitive\_hashing\_approaches/BIBREF65\_3f1e54ed3bd801766e1897d53a9fc962524dd3c2.pdf Title: Locality-Sensitive Hashing Scheme Based on p-Stable Distributions Chunk of text: -NN under measure D which uses O(dn + n1+ ) space, with query time dominated by O(n ) distance computations, and O(n log1=p2 n) evaluations of hash functions from H, where = ln 1=p1 ln 1=p2 . 3. OUR LSH SCHEME In this section, we present a LSH family based on p-stable distributions, that works for all p 2 (0; 2℄. Since we consider points in l d p, without loss of generality we can consider R = 1, which we assume from now on. 3.1 p-stable distributions Stable distributions are defined as limits of normalized sums of independent identically distributed variables (an alternate definition follows).

[REF1] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Locality\_sensitive\_hashing\_approaches/BIBREF66\_9ed960374381062d85d3944182a539c1d00f7703.pdf Title: Multi-Probe LSH: Efficient Indexing for High-Dimensional Similarity Search Chunk of text: To achieve high search accuracy, the LSH method needs to use multiple hash tables to produce a good candidate set. Experimental studies show that this basic LSH method needs over a hundred and sometimes several hundred hash tables to achieve good search accuracy for high-dimensional datasets. Since the size of each hash table is proportional to the number of data objects, the basic approach does not satisfy the spaceefficiency requirement. In a recent theoretical study , Panigrahy proposed an entropy-based LSH method that generates randomly “perturbed” objects near the query object, queries them in addi-tion to the query object, and returns the union of all results as the candidate set. The intention of the method is to trade time for space requirements. To explore the practicality of this approach, we have implemented it and conducted an experimental study. We found that although the entropybased method can reduce the space requirement of the basic LSH method, significant improvements are possible.

[REF2] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Locality\_sensitive\_hashing\_approaches/BIBREF66\_9ed960374381062d85d3944182a539c1d00f7703.pdf Title: Multi-Probe LSH: Efficient Indexing for High-Dimensional Similarity Search Chunk of text: As we will explain shortly, it turns out that we know the distribution of the zj values precisely and can compute E[z 2 j ] for each j. This motivates the following optimization: We approximate the z 2 j values by their expectations. Using this approximation, the sorted order of perturbation sets can be precomputed (since the score of a set is a function of the z 2 j values). The generation process is exactly the same as described in the previous subsection, but uses the E[z 2 j ] values instead of their actual values. This can be done independently of the query q. At query time, we compute the mapping π t j as a function of query q (separately for each hash table t). These mappings are used to convert each perturbation set in the precomputed order into L perturbation vectors, one for each of the L hash tables. This precomputation reduces the query time overhead of dynamically generating the perturbation sets at query time.

[REF3] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Locality\_sensitive\_hashing\_approaches/BIBREF66\_9ed960374381062d85d3944182a539c1d00f7703.pdf Title: Multi-Probe LSH: Efficient Indexing for High-Dimensional Similarity Search Chunk of text: Recall that the LSH functions we use are of the form ha,b(v) = b a·v+b W c. If we pick W to be reasonably large, with high probability, similar objects should hash to the same or adjacent values (i.e. differ by at most 1). Hence we restrict our attention to perturbation vectors ∆ with δi ∈ {−1, 0, 1}. Each perturbation vector is directly applied to the hash values of the query object, thus avoiding the overhead of point perturbation and hash value computations associated with the entropy-based LSH method. We will design a sequence of perturbation vectors such that each vector in this sequence maps to a unique set of hash values so that we never probe a hash bucket more than once. Figure 1 shows how the multi-probe LSH method works. In the figure, gi(q) is the hash value of query q in the i-th table, (∆1, ∆2, . . . )

[REF4] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Locality\_sensitive\_hashing\_approaches/BIBREF66\_9ed960374381062d85d3944182a539c1d00f7703.pdf Title: Multi-Probe LSH: Efficient Indexing for High-Dimensional Similarity Search Chunk of text: Copyright 2007 VLDB Endowment, ACM 978-1-59593-649-3/07/09. An ideal indexing scheme for similarity search should have the following properties: • Accurate: A query operation should return desired results that are very close to those of the brute-force, linear-scan approach. • Time efficient: A query operation should take O(1) or O(log N) time where N is the number of data objects in the dataset. • Space efficient: An index should require a very small amount of space, ideally linear in the dataset size, not much larger than the raw data representation.

[REF5] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Locality\_sensitive\_hashing\_approaches/BIBREF66\_9ed960374381062d85d3944182a539c1d00f7703.pdf Title: Multi-Probe LSH: Efficient Indexing for High-Dimensional Similarity Search Chunk of text: However, for a given K, the multi-probe LSH method can effectively reduce the space requirement while achieving desired search quality with more probes. 7. RELATED WORK 0.7 0.75 0.8 0.85 0.9 0.95 1 0 50 100 150 200 250 300 350 400 450 500 Recall Number of Probes image K=20 K=60 K=100 0.7 0.75 0.8 0.85 0.9 0.95 1 0 50 100 150 200 250 300 350 400 450 500 Recall Number of Probes audio K=20 K=60 K=100 Figure 10: Recall of multi-probe LSH for different K (number of nearest neighbors): multi-probe LSH achieves similar search quality for different K values. method image audio recall C/N (%) recall C/N (%) basic 0.96 4.4 0.94 6.3 entropy 0.96 4.9 0.94 6.8 multi-probe 0.96 5.1 0.94 7.1 basic 0.93 3.3 0.92 5.7 entropy 0.93 3.9 0.92 5.9 multi-probe 0.93 4.1 0.92 6.0 basic 0.90 2.6 0.90 5.0 entropy 0.90 3.1 0.90 5.6 multi-probe 0.90 3.0 0.90 5.3 Table 4: Percentage of objects examined using different LSH methods (C is candidate set size, N is dataset size): multi-probe LSH has similar filter ratio as other LSH methods. The similarity search problem is closely related to the nearest neighbor search problem, which has been studied extensively.

[REF6] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Locality\_sensitive\_hashing\_approaches/BIBREF66\_9ed960374381062d85d3944182a539c1d00f7703.pdf Title: Multi-Probe LSH: Efficient Indexing for High-Dimensional Similarity Search Chunk of text: method image audio recall C/N (%) recall C/N (%) basic 0.96 4.4 0.94 6.3 entropy 0.96 4.9 0.94 6.8 multi-probe 0.96 5.1 0.94 7.1 basic 0.93 3.3 0.92 5.7 entropy 0.93 3.9 0.92 5.9 multi-probe 0.93 4.1 0.92 6.0 basic 0.90 2.6 0.90 5.0 entropy 0.90 3.1 0.90 5.6 multi-probe 0.90 3.0 0.90 5.3 Table 4: Percentage of objects examined using different LSH methods (C is candidate set size, N is dataset size): multi-probe LSH has similar filter ratio as other LSH methods. The similarity search problem is closely related to the nearest neighbor search problem, which has been studied extensively. A number of indexing data structures have been devised for nearest neighbor search; examples include Rtree , K-D tree , and SR-tree . These data structures are capable of supporting similarity queries, but do not scale satisfactorily to large, high-dimensional datasets. The exact nearest neighbor problem suffers from the “curse of dimensionality” – i.e. either the search time or the search space is exponential in the number of dimensions, d

[REF7] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Locality\_sensitive\_hashing\_approaches/BIBREF66\_9ed960374381062d85d3944182a539c1d00f7703.pdf Title: Multi-Probe LSH: Efficient Indexing for High-Dimensional Similarity Search Chunk of text: For each word segment, we then use the Marsyas library to extract feature vectors by taking a 512-sample sliding window with variable stride to obtain 32 windows for each word. For each of the 32 windows, we extract the first six MFCC parameters, resulting in a 192-dimensional feature vector for each word. Table 1 summarizes the number of objects in each datasetDataset #Objects #Dimension Total Size Image 1,312,581 64 336 MB Audio 2,663,040 192 2.0 GB Table 1: Evaluation Datasets. and the dimensionality of the feature vectors. 5.2 Evaluation Benchmarks For each dataset, we created an evaluation benchmark by randomly picking 100 objects as the query objects, and for each query object, the ground truth (i.e., the ideal answer) is defined to be the query object’s K nearest neighbors (not including the query object itself), based on the Euclidean distance of their feature vectors. Unless otherwise specified, K is 20 in our experiments.

[REF8] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Locality\_sensitive\_hashing\_approaches/BIBREF66\_9ed960374381062d85d3944182a539c1d00f7703.pdf Title: Multi-Probe LSH: Efficient Indexing for High-Dimensional Similarity Search Chunk of text: However, performing this calculation is cumbersome. Instead, Panigrahy proposes a clever way to sample buckets from the distribution given by these probabilities. Each time, a random point p 0 at distance Rp from q is generated and the bucket that p 0 is hashed to is checked. This ensures that buckets are sampled with exactly the right probabilities. Performing this sampling multiple times will ensure that all the buckets with high success probabilities are probed. However, this approach has some drawbacks: the sampling process is inefficient because perturbing points and computing their hash values are slow, and it will inevitably generate duplicate buckets. In particular, buckets with high success probability will be generated multiple times and much of the computation is wasteful.

[REF9] - paperID: ./papers\_pdf/paper\_section/Retrieval\_Architectures\_and\_Vector\_Search-Locality\_sensitive\_hashing\_approaches/BIBREF66\_9ed960374381062d85d3944182a539c1d00f7703.pdf Title: Multi-Probe LSH: Efficient Indexing for High-Dimensional Similarity Search Chunk of text: It has been shown in that when the dimensionality exceeds about 10, existing indexing data structures based on space partitioning are slower than the brute-force, linear-scan approach. For high-dimensional similarity search, the best-known indexing method is locality sensitive hashing (LSH) . The basic method uses a family of locality-sensitive hash functions to hash nearby objects in the high-dimensional space into the same bucket. To perform a similarity search, the indexing method hashes a query object into a bucket, uses the data objects in the bucket as the candidate set of the results, and then ranks the candidate objects using the distance measure of the similarity search. To achieve high search accuracy, the LSH method needs to use multiple hash tables to produce a good candidate set. Experimental studies show that this basic LSH method needs over a hundred and sometimes several hundred hash tables to achieve good search accuracy for high-dimensional datasets.

........................................................................................................................................................................................................

Title: Retrieval Architectures and Vector Search - Vector quantisation approaches

Vector quantisation is a widely used technique in retrieval architectures and vector search. It involves mapping high-dimensional vectors to a set of centroids in a codebook [REF8]. This section explores different vector quantisation approaches, focusing on product quantizers, variable-rate vector quantizers, and hierarchical quantizers.

Product quantizers are scalar quantizers where each component has a different quantization function [REF0]. They are known for their ability to produce a large set of centroids from several small sets of centroids associated with subquantizers. The learning process of product quantizers involves using a limited number of vectors and adapting the codebook to represent the data distribution [REF0]. However, the explicit storage of the codebook can be inefficient [REF0].

Variable-rate vector quantizers leverage the similarities between variable-rate vector quantizers and decision trees for statistical pattern classification [REF1]. These quantizers can be used in conjunction with entropy coding to achieve further compression, but at the expense of added complexity and variable-rate coding [REF1]. Designing vector quantizers specifically for entropy-constrained applications has shown excellent compression performance [REF1].

Hierarchical quantizers have gained attention due to their ability to efficiently assign descriptors to a large number of centroids [REF9]. They address the limitations of traditional quantizers, such as the large number of samples required for learning and the prohibitive complexity of the algorithm itself [REF6]. Hierarchical quantizers, such as hierarchical k-means (HKM), improve the efficiency of the learning stage and the assignment procedure [REF6]. However, memory usage and the size of the learning set remain challenges [REF6].

Inverted file with asymmetric distance computation (IVFADC) indexing systems have been proposed to address the problem of efficient vector search [REF3]. Multiple assignment strategies are used to assign a query vector to multiple indexes, corresponding to the nearest neighbors in the codebook [REF3]. However, applying multiple assignment to database vectors can increase memory usage [REF3].

Recent advancements in vector quantisation have focused on limiting memory usage, which is crucial for problems involving large amounts of data [REF4]. Methods such as global GIST descriptor mapping and spectral hashing (SH) have been developed to reduce memory requirements while maintaining search efficiency [REF4]. These techniques approximate the search of Euclidean nearest neighbors by searching for nearest neighbors in terms of Hamming distances between codes [REF4].

In conclusion, vector quantisation approaches play a vital role in retrieval architectures and vector search. Product quantizers, variable-rate vector quantizers, hierarchical quantizers, and inverted file systems with asymmetric distance computation are among the techniques used to efficiently map high-dimensional vectors to centroids. Recent advancements have focused on reducing memory usage while maintaining search efficiency. These approaches offer valuable solutions for various applications, including image and voice coding, scene recognition, and large-scale data indexing.
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Title: Retrieval Architectures and Vector Search - Graph approaches

Graph-based approaches have gained significant attention in retrieval architectures and vector search due to their ability to capture complex relationships and provide efficient search capabilities. In this section, we discuss various graph approaches that have been proposed in the literature for retrieval architectures and vector search.

One approach is the use of navigable small world graphs, which exhibit logarithmic scalability in the greedy search algorithm [REF1]. These graphs, also known as navigable small world networks, have been shown to have the small world navigation property, allowing for efficient approximate k-nearest neighbor search [REF1]. The construction of navigable small world graphs can be achieved using a simple algorithm that does not require prior knowledge of the internal structure of the metric space [REF1].

Another graph-based approach is the decentralized algorithm, which utilizes lattice distance to determine the next contact in the search process [REF2]. This algorithm operates in phases, with each phase reducing the lattice distance from the current node to the target [REF2]. By selecting contacts that are closer to the target, the decentralized algorithm efficiently navigates the graph to find the desired results [REF2].

Efficient methods for constructing k-nearest neighbor graphs (K-NNG) in general metric spaces have also been proposed [REF3]. These methods aim to minimize empirical complexity while considering the specific characteristics of the distance metric or similarity measure used [REF3]. Additionally, tree-based data structures have been designed for both general metric spaces and Euclidean spaces to facilitate K-NN search [REF3].

To address the challenges posed by high-dimensional metric spaces, approximate neighbor search techniques have been developed [REF4]. These techniques aim to reduce the computational requirements while still providing accurate results [REF4]. One commonly used approach is the approximate k-nearest neighbor search, where the distance between the query and the elements in the result set is within a predefined accuracy threshold [REF4].

In terms of performance evaluation, several studies have been conducted to assess the effectiveness of different retrieval architectures and vector search approaches [REF7]. These studies consider factors such as recall, search time, and the impact of intrinsic dimensionality on performance [REF7]. Experimental results have shown that graph-based approaches can achieve high recall rates, even with faster search settings [REF7].

In conclusion, graph-based approaches offer promising solutions for retrieval architectures and vector search. Navigable small world graphs, decentralized algorithms, and efficient construction methods for K-NNGs are among the approaches that have been proposed. Additionally, approximate neighbor search techniques have been developed to address the challenges of high-dimensional spaces. Experimental evaluations have demonstrated the effectiveness of these approaches in achieving high recall rates and efficient search capabilities.
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Title: Retrieval Architectures and Vector Search - Optimisations

Retrieval architectures and vector search play a crucial role in information retrieval systems, enabling efficient and accurate retrieval of relevant documents or data points. In this section, we discuss various optimisations that can be applied to retrieval architectures and vector search techniques to enhance their performance and effectiveness.

One important optimisation technique is the use of compressed encodings for vectors. In the work by [REF0], different byte encodings (16, 32, and 64 bytes) are explored for each vector. By pre-processing the vectors using techniques like Optimized Product Quantization (OPQ), the dimensionality of the vectors can be reduced, leading to more efficient storage and retrieval. The authors also vary the trade-off parameter τ to find the optimal balance between efficiency and quality.

Another approach to optimising retrieval architectures is the use of reranking models. In [REF2], a passage selection model is proposed, which utilizes cross-attention between the question and the passage. While cross-attention is not feasible for large-scale retrieval due to its non-decomposable nature, it has shown promising results in selecting passages from a small number of retrieved candidates. By leveraging BERT representations and probability calculations, the model effectively ranks passages based on their relevance to the query.

Efficient computation is another key aspect of optimising retrieval architectures. In [REF3], a batched dot-product computation is proposed, where the documents are padded to their maximum length and the dot-product is computed between the query and each document. The computation is performed on the GPU, and the scores of each document are obtained by reducing the matrix across document terms via max-pooling and across query terms via summation. This approach is shown to be computationally efficient compared to existing neural rankers.

In the context of vector search, optimisations can be applied to improve the efficiency of searching and retrieval. In [REF4], a kernel-based approach is presented, where the kernel scans the closest inverted lists for each query and calculates per-vector pair distances using lookup tables. The lookup tables are stored in shared memory, and the approach allows for efficient processing of query against inverted list pairs. Multi-pass kernels are also explored to process query against inverted list pairs independently, further improving efficiency.

Dense retrieval is another area where optimisations can be applied. In [REF5], several training methods for dense retrieval baselines are discussed, including random negative sampling and in-batch negative sampling. These methods aim to improve the efficiency and effectiveness of dense retrieval by sampling negatives from the entire corpus or using other queries' relevant documents as negative examples.

Parallel processing and hardware optimisations are also important considerations for retrieval architectures. In [REF6], the concept of warps and blocks in GPU architectures is discussed. Warps represent separate CPU hardware threads, and blocks comprise a collection of warps. Utilizing the shared memory and parallel processing capabilities of GPUs can significantly improve the efficiency and performance of retrieval architectures.

In conclusion, retrieval architectures and vector search can be optimised through various techniques such as compressed encodings, reranking models, efficient computation, kernel-based approaches, dense retrieval methods, and hardware optimisations. These optimisations aim to enhance the efficiency, effectiveness, and scalability of retrieval systems, enabling faster and more accurate retrieval of relevant information.
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Title: Learned Sparse Retrieval - Document expansion learning

In the field of information retrieval, document expansion learning has gained significant attention due to its potential to improve retrieval performance by expanding the original document representation. One approach to document expansion learning is learned sparse retrieval, which aims to leverage the regularity of recall values for recurring terms to enhance recall prediction [REF0]. By reusing recall values from previous occurrences of the same term, the need for feature generation and prediction stages can be avoided, leading to more efficient retrieval processes.

Transfer learning plays a crucial role in learned sparse retrieval, as it enables the learning process to occur across different queries [REF0]. Traditionally, retrieval tasks involve classifying documents as relevant or non-relevant to a given query. However, with transfer learning, the focus shifts towards treating retrieval as a transfer learning task, where knowledge learned from one query can be applied to improve retrieval for other queries [REF0].

To implement learned sparse retrieval, various techniques have been explored. One such technique is gradual unfreezing, which involves fine-tuning different layers of the model over time [REF1]. This approach, originally applied to language models, can be adapted to encoder-decoder models by gradually unfreezing layers in both the encoder and decoder, starting from the top [REF1]. Additionally, shared parameters, such as input embedding and output classification matrices, are updated throughout the fine-tuning process [REF1].

Support vector regression (SVR) with the radial basis function (RBF) kernel has been found to be effective in learned sparse retrieval [REF2]. SVR maps original features into a higher dimensional space and aims to find a linear solution that is as flat as possible in this space [REF2]. The RBF kernel, in particular, measures vector similarity based on the Gaussian distribution function, allowing for the fitting of complex non-linear regression models [REF2]. In the context of learned sparse retrieval, all features are treated equally by the final regression model, except for the scaling that occurs during preprocessing [REF2].

While learned sparse retrieval shows promise in improving retrieval performance, there are still theoretical inconsistencies between multiple pocket document models and single pocket relevance models that need to be addressed [REF3]. Further experiments and studies are required to gain a better understanding of the effectiveness of recall-based term weighting and its impact on retrieval models [REF3].

In the broader context of information retrieval, term weight prediction methods and semantic analysis techniques have also been explored to address term mismatch and improve retrieval performance [REF5]. These methods aim to enhance the matching of terms between documents and queries, either by identifying concepts in queries or finding synonyms for query terms [REF5]. Additionally, diagnostic interventions have been proposed to improve problematic areas of queries [REF5].

Recent advancements in sparse representation learning have shown promising results in improving the ranking performance of term-based representations while maintaining the interpretability and efficiency of bag-of-words (BoW) methods [REF6]. SparTerm, a sparse model based on pre-trained language models (PLMs), has demonstrated superior performance compared to other sparse models, even outperforming models based on larger PLMs [REF6]. This research also provides insights into how deep knowledge from PLMs can be transferred to sparse representation learning [REF6].

In conclusion, learned sparse retrieval and document expansion learning have emerged as promising approaches to enhance retrieval performance. By leveraging the regularity of recall values and applying transfer learning techniques, these methods aim to improve recall prediction and expand document representations. Techniques such as gradual unfreezing and support vector regression with the RBF kernel have shown effectiveness in learned sparse retrieval. However, further research is needed to address theoretical inconsistencies and explore the potential of term weight prediction methods and semantic analysis techniques in improving retrieval models. Additionally, advancements in sparse representation learning offer new possibilities for enhancing term-based representations in information retrieval systems.
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Title: Learned Sparse Retrieval - Impact score learning

In the field of information retrieval (IR), the retrieval performance is often measured using various metrics such as precision and recall [REF0]. One important aspect of retrieval is the scoring of documents based on their relevance to a given query. Traditionally, retrieval systems have used term-document similarity functions to compute the relevance scores [REF0]. However, these methods can be computationally expensive, especially when re-ranking a large number of documents [REF2]. To address this issue, researchers have proposed learned sparse retrieval techniques that aim to improve the efficiency of query processing while maintaining retrieval quality [REF2].

One approach to learned sparse retrieval is impact score learning, which focuses on learning the importance of individual terms in a document for retrieval [REF4]. The idea is to assign impact scores to terms based on their relevance to the query, and then use these scores to compute the overall relevance score of a document [REF4]. The impact scores can be learned using various techniques, such as deep neural networks [REF4]. By learning the impact scores, the retrieval system can prioritize the most important terms in a document, leading to more efficient query processing and improved retrieval performance [REF4].

To store the impact scores efficiently, quantization techniques can be applied [REF1]. Quantization involves representing the impact scores in a compressed form, which reduces the space requirements of the index [REF1]. For example, linear quantization with a fixed number of bits can be used to represent the impact scores within a specific range [REF1]. Experimental results have shown that quantization does not significantly affect the precision of the retrieval system [REF1]. At query processing time, the quantized impact scores of the document terms matching the query can be summed up to compute the query-document score [REF1].

The learned sparse retrieval techniques, including impact score learning, have been evaluated extensively in realistic settings using standard test collections and query logs [REF1]. These evaluations have compared the performance of the proposed methods against state-of-the-art baselines [REF1]. The experiments have shown that learned sparse retrieval techniques can achieve comparable or even better retrieval performance while reducing the computational cost of query processing [REF2]. However, there is still ongoing research to optimize the query processing speed of these techniques [REF7].

In conclusion, learned sparse retrieval techniques, particularly impact score learning, have shown promise in improving the efficiency of query processing in information retrieval systems. By learning the importance of individual terms in a document, these techniques can prioritize the most relevant terms and reduce the computational cost of query processing. Quantization techniques can be applied to store the impact scores efficiently. Experimental evaluations have demonstrated the effectiveness of these techniques in realistic settings. Further research is needed to optimize the query processing speed and explore new applications of learned sparse retrieval in information retrieval.
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Title: Learned Sparse Retrieval - Sparse representation learning

Sparse representation learning has gained significant attention in various fields, including information retrieval and machine learning. It involves finding a compact and informative representation of data by encouraging sparsity in the learned representations. In this section, we discuss the concept of learned sparse retrieval and its application in sparse representation learning.

One approach to learned sparse retrieval is to optimize the expected FLOPs (Floating Point Operations) while minimizing the loss function [REF0]. Since the distribution of data is often unknown, empirical estimates are used to approximate the FLOPs. For example, the empirical fraction of non-zero activations can be used as a consistent estimator for FLOPs [REF0]. By controlling the expected FLOPs, the goal is to achieve a balance between model efficiency and effectiveness.

Another approach to learned sparse retrieval is through the use of regularization techniques. Regularization helps in controlling the sparsity of the learned representations and improving the efficiency and effectiveness of the models [REF1]. For example, SparTerm model predicts term importance based on the logits of the Masked Language Model (MLM) layer and applies regularization to ensure the positivity of term weights [REF1]. By incorporating regularization into the learning process, the models can achieve better sparsity and performance.

Sparse lexical representations have also been explored in the context of learned sparse retrieval. These representations aim to capture the importance of individual terms in a query or document sequence [REF1]. For instance, the SparTerm model predicts term importance based on BERT embeddings and applies ReLU activation to ensure the positivity of term weights [REF1]. By considering the importance of individual terms, sparse lexical representations can provide valuable insights into the underlying structure of the data.

Efficient approximate nearest-neighbor search is another area where learned sparse retrieval has been applied. In high-dimensional spaces, exact retrieval of nearest neighbors can be computationally expensive. Therefore, approximate methods are often used to trade off accuracy for efficiency [REF5]. Approaches such as Locality Sensitive Hashing (LSH), Navigable Small World Graphs (NSW), and Product Quantization (PQ) have been employed to learn compact and sparse representations that preserve distance information [REF9]. These methods leverage carefully chosen data structures and dimensionality reduction techniques to speed up query times while maintaining the effectiveness of retrieval.

In summary, learned sparse retrieval and sparse representation learning have emerged as powerful techniques in various domains. By optimizing the expected FLOPs, incorporating regularization, and leveraging sparse lexical representations, these approaches enable efficient and effective retrieval while maintaining the interpretability of the learned representations. Additionally, in the context of approximate nearest-neighbor search, learned sparse retrieval techniques provide a trade-off between accuracy and efficiency, making them suitable for large-scale applications.
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[REF3] - paperID: ./papers\_pdf/paper\_section/Learned\_Sparse\_Retrieval-Sparse\_representation\_learning/BIBREF94\_0c57dcf959ead9530f9ec3ebe0dd58de42a3e8af.pdf Title: Expansion via Prediction of Importance with Contextualization Chunk of text: We propose a new approach for passage retrieval that performs modeling of term importance (i.e., salience) and expansion over a contextualized language model to build query and document representations. We call this approach EPIC (Expansion via Prediction of Importance with Contextualization). At query time, EPIC can be employed as an inexpensive re-ranking method because document representations can be pre-computed at index time. EPIC improves upon the prior state of the art on the MS-MARCO passage ranking dataset by substantially narrowing the effectiveness gap between practical approaches with subsecond retrieval times and those that are considerably more expensive, e.g., those using BERT as a reranker. Furthermore, the proposed representations are interpretable because the dimensions of the representation directly correspond to the terms in the lexicon. An overview is shown in Fig. 1.
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[REF6] - paperID: ./papers\_pdf/paper\_section/Learned\_Sparse\_Retrieval-Sparse\_representation\_learning/BIBREF94\_0c57dcf959ead9530f9ec3ebe0dd58de42a3e8af.pdf Title: Expansion via Prediction of Importance with Contextualization Chunk of text: We show the effectiveness and efficiency of r = 2000 (reduces vocabulary by 93.4%) and r = 1000 (96.7%) in Table 1. We observe that the vectors can be pruned to r = 1000 with virtually no difference in ranking effectiveness (differences not statistically significant). We also tested with lower values of r, but found that the effectiveness drops off considerably by r = 100 (0.241 and 0.285 for BM25 and docTTTTTquery, respectively). Ranking efficiency. We find that EPIC can be implemented with a minimal impact on query-time latency. On average, the computation of the query representation takes 18ms on GPU and 51ms on CPU. Since this initial stage retrieval does not use our query representation, it is computed in parallel with the initial retrieval, which reduces the impact on latency.
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[REF8] - paperID: ./papers\_pdf/paper\_section/Learned\_Sparse\_Retrieval-Sparse\_representation\_learning/BIBREF94\_0c57dcf959ead9530f9ec3ebe0dd58de42a3e8af.pdf Title: Expansion via Prediction of Importance with Contextualization Chunk of text: The elements of ϕq that correspond to to terms not in the query are set to 0. For each term ti appearing in the t1, . . . ,tn terms of the query q, the corresponding element ϕq(ti) is equal to the importance wq(ti) of the term w.r.t. the query wq(ti) = ln 1 + softplus θ ⊤ 1 fi(q) , (1) where θ1 ∈ R e is a vector of learned parameters. The softplus(·) function is defined as softplus(x) = ln(1 + e x ). The use of softplus ensures that no terms have a negative importance score, while imposing no upper bound.
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